The general regression equation of Durnin and Womersley for estimating body density from skinfold thicknesses in young men, was examined by comparing the estimated density from this equation, with the measured density of a group of 45 rugby union players of similar age. Body density was measured by hydrostatic weighing with simultaneous measurement of residual volume. Additional measurements included stature, body mass and skinfold thicknesses at the biceps, triceps, subscapular and suprailiac sites. The estimated density was significantly different from the measured density ($P < 0.001$), equivalent to a mean overestimation of relative fat of approximately 4%. A new set of prediction equations for estimating density was formulated from linear regression using the logarithm of sum and sums of skinfold thicknesses. Equations were derived from a validation sample ($n = 22$) and tested on a crossvalidation sample ($n = 23$). The standard error of the estimate (s.e.e.) of the equations ranged from 0.0058 to 0.0062 g ml$^{-1}$. The derived equations were successfully crossvalidated. Differences between measured and estimated densities were not significant ($P > 0.05$), total errors ranging from 0.0067 to 0.0092 g ml$^{-1}$. An exploratory assessment was also made of the effect of fatness and aerobic fitness on the prediction equations. The equations should be applied to players of similar age and playing ability, and for the purpose of identifying group characteristics. Application of the equations to individuals may give rise to errors of between $-3.9\%$ to $+2.5\%$ total body fat in two-thirds of cases.
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Equations for the prediction of body density, and consequently body composition, have, in the main, been found to be specific to the population from which they have been derived. Thus equations have tended to be age, gender and population specific.

In recent years attention has been directed towards overcoming specificity, and to the formulation of equations which would have a more general applicability. Unfortunately, many of these equations have performed unsatisfactorily, in that they have produced biased estimates of body density when applied to groups of different ages and fatness. The reasons for this are both biological and methodological.

Because of the considerable variation in body composition within and between athletic groups, it seems doubtful whether any single equation, general or specific, would be suitable for use with all athletic populations. This has resulted in the formulation of a number of sports-specific equations. At the same time, a number of studies have validated existing equations, both general and specific, for use with practising athletes.

A frequently used set of equations for estimating the body composition of athletes in the UK, are those of Durnin and Womersley. Based on age and gender, these equations use single, and multiple combinations of the logarithm of the biceps, triceps, subscapular and suprailiac skinfolds. The most commonly used equation employs the logarithm of the sum of the four skinfolds.

Since validity is the single most important factor influencing the usefulness of a regression equation, it is necessary to identify the extent to which a prediction equation estimates body density in groups of subjects other than that from which it was derived. The lack of suitable equations for use with particular sports has led investigators, and practitioners, to depend upon generalized equations such as those of Durnin and Womersley. In these circumstances it is essential to know how well the equations perform. As far as is known, there are no validated equations for estimating body density in rugby union football players, and generalized equations do not appear to have been crossvalidated for this group of athletes.

The purpose of the present study, therefore, was to examine the Durnin and Womersley equation for young men (20–29 years), to identify its degree of effectiveness when used with rugby union players. A comparison was made of the estimated density from the Durnin and Womersley equation, with the measured density of a group of rugby union football players of similar age. The equation did not, in fact, estimate body density accurately, thus a set of new equations was derived and crossvalidated.

Materials and methods

Subjects were international and first-class players ranging in age from 19 to 27 years; there were 34 forwards and 11 backs ($n = 45$). To provide a sample of players with a sufficiently wide range of body densities (1.0526 to 1.0898 g ml$^{-1}$) and body fat
(4–20%) to validate the equation of Durnin and Womersley\(^3\), the data for forwards and backs were pooled.

**Anthropometry and body density**

Anthropometric measurements were made according to the recommendations of Weiner and Lourie\(^5\) using the Harpenden range of equipment. Stature was measured to the nearest 0.1 cm with a fixed stadiometer and body mass to the closest 0.1 kg on a beam balance. Skinfold thicknesses were recorded to the nearest 0.1 mm on the left side of the body at the biceps, triceps, subscapular and suprailiac sites.

Body density was determined by hydrostatic weighing. Each subject was weighed in water maintained to within one degree of 35\(^\circ\)C. A sufficient number of trials was made to ensure a plateau of at least three readings, the mean being used as the final underwater weight. Duplicate measurements were made of residual volume at the time of underwater weighing using the closed-circuit oxygen rebreathing technique\(^26\). The contents of the rebreathing bag were analysed for oxygen and carbon dioxide (Beckman instruments), nitrogen being obtained by difference. Body fat was calculated using the equation of Siri\(^27\). Fat-free mass (FFM) was derived by the subtraction of body fat from body mass.

All measurements in the study were made by one experienced observer. Within-observer reproducibility is reported as the technical error of measurement (\(\sqrt{\sum d^2/n}\)). For height the value was 1.1 mm and for body mass 0.03 kg. Skinfolds ranged from 0.14 mm for subscapular to 0.21 mm for the triceps. Underwater weight was 0.03 kg and residual volume 54 ml.

**The Durnin and Womersley equation**

The equation validated was

\[
D = 1.1631 - 0.0632 \log X
\]

where \(D\) = estimated body density; \(X\) = the sum of the biceps, triceps, subscapular and suprailiac skinfolds.

The equation was derived from 92 subjects between the ages of 20–29 years having a mean (range) density of 1.064 (1.016–1.087) g ml\(^{-1}\) and a mean (range) fat content of 15 (5–38\%). Subjects had been selected to represent a variety of body types and included volunteers from health clubs, obesity clinics and sports organizations.

**Formulation and crossvalidation of new equations**

Subjects were randomly assigned to a validation sample \((n = 22)\) and a crossvalidation sample \((n = 23)\). The two samples did not differ significantly in age, height, body mass or body composition \((P > 0.05)\). Prediction equations were derived from the validation sample and tested on the crossvalidation sample.

Linear regression equations were formulated to estimate body density from the logarithm of single, and combinations of the sums of two or more skinfold thicknesses. The logarithmic transform of the skinfold is preferred to the raw measurement for two reasons; first, because the frequency distribution of most skinfold measurements is skewed and second, because the relationship of body density to skinfold thickness may not be rectilinear\(^7\). The use of age as an independent variable was not included in the regression models because of the already restricted age range of the subjects. Those equations with the smallest standard errors of the estimate (s.e.e.) were crossvalidated by assessing the significance of the difference between the measured and predicted densities and the correlations between them, and a comparison of the standard deviations, standard errors of the estimate, and total error\(^1,14\).

An exploratory analysis was also made of the effect of levels of fatness and fitness of players as a whole, on the regression equations\(^7\). The crossvalidation sample was divided into lower \((n = 11)\) and upper groups \((n = 12)\) on the basis of measured density and estimated oxygen uptake. Body density was then estimated for both groups from the regression equations in Table 1. Estimated maximal oxygen uptake was available from linear extrapolation of \(\dot{V}_O_2\) and heart rate in some subjects, and from a progressive shuttle run test in others\(^28\).

**Statistical analyses**

A paired Student’s \(t\) test was employed to assess the significance of the difference between measured and estimated densities, and an independent Student’s \(t\) test to compare the measured density and estimated densities in crossvalidation. Pearson product-moment correlations and linear regression equations were computed using standard procedures\(^29\). All computations were carried out using the Minitab interactive statistical package (Data Tech Industries, Valley Forge, Pennsylvania, USA).

**Results**

**Characteristics of subjects**

Table 2 shows the descriptive characteristics for the original sample of 45 players. The frequency distribution for body density in 0.01 g ml\(^{-1}\) class intervals, beginning 1.050–1.059, was 27\%, 24\%, 33\% and 16\%. Of the sample, 84\% were found between 1.050 and 1.080 g ml\(^{-1}\), thus there was a clear positive skew. The normal probability plot yielded a correla-
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...tion of 0.98, a figure above the critical value required for normality. The logarithm of single and summed skinfolds was found to correlate more highly with body density (−0.61 to −0.80) than raw skinfolds (−0.57 to −0.77), although differences were not significant (P > 0.05).

Validation of the Durnin and Womersley equation

The measured density of the 45 subjects and the density estimated from the Durnin and Womersley equation are given in Table 3, together with the derived values for body composition. Differences between the measured and estimated values were significant for all variables (P < 0.001).

The validation statistics of the equation included a comparison of the measured and estimated densities (1.0695 versus 1.0599 g ml⁻¹, P < 0.001) and their standard deviations (0.0105 versus 0.0082 g ml⁻¹), the mean difference (0.0095 g ml⁻¹), standard error of the estimate (0.0063 g ml⁻¹), total error (0.0114 g ml⁻¹) and the correlation between measured and estimated densities (0.80, P < 0.001). The difference between the actual density and the estimated density using the Durnin and Womersley equation, was equivalent to a mean overestimation of relative fat of approximately 4%.

Formulation and crossvalidation of prediction equations

In the validation sample, as in the original sample, the correlations between body density and the logarithm of single and summed skinfolds were higher (−0.73 to −0.81) than those between body density and the raw skinfolds (−0.66 to −0.80). Using body density as the dependent variable and the logarithm of skinfold thicknesses as independent variables, linear regression equations were derived using all possible combinations of skinfold thicknesses. Table 1 lists the five regression equations which gave the lowest s.e.e. values.

Table 4 shows the crossvalidation statistics for the equations given in Table 1. Differences between the measured and estimated densities were not significant (P > 0.05), and were equivalent to a difference of between −0.3% to −1.4% total body fat (TFB) from the measured value of 12.5%. All correlations were reasonably high, ranging from 0.64 to 0.79 (P < 0.001). As anticipated the standard deviations of the estimated densities (0.0080 to 0.0098 g ml⁻¹) were lower than that of the measured density (0.0109 g ml⁻¹).

Table 5 shows the effect of levels of fatness and fitness on the estimation of body density in the crossvalidation sample. Measured and estimated body density differed significantly (P < 0.05) in four of the five equations for fatness in the upper group. The estimated density was consistently and significantly less than the measured density (P < 0.05), suggesting that the equations may have specificity for fatness. Density values were similarly underestimated in the upper fitness group, although, here, the differences were not significant (P > 0.05).

Discussion

In recent years the pursuit of improved performance by athletes has led to the quantification and evaluation of conditioning and training programmes. This has been accompanied by an increase in the use
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### Table 3

Comparison of measured and estimated body density (n = 45), derived components of body composition, and validation statistics of the estimations

<table>
<thead>
<tr>
<th>Measured Density</th>
<th>Durnin and Womersley</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (s.d.)</td>
<td>Mean (s.d.)</td>
</tr>
<tr>
<td>Density (g ml⁻¹)</td>
<td>1.0695 (0.0105)</td>
</tr>
<tr>
<td>TBF (%)</td>
<td>12.89 (4.5)</td>
</tr>
<tr>
<td>FFM (%)</td>
<td>87.11 (14.5)</td>
</tr>
<tr>
<td>TBF (kg)</td>
<td>11.80 (4.8)</td>
</tr>
<tr>
<td>FFM (kg)</td>
<td>78.15 (9.3)</td>
</tr>
<tr>
<td>Durnin and Womersley</td>
<td>1.0599 (0.0082)*</td>
</tr>
<tr>
<td>Mean (s.d.)</td>
<td>17.03 (3.6)*</td>
</tr>
<tr>
<td>FFM (%)</td>
<td>82.97 (3.6)*</td>
</tr>
<tr>
<td>TBF (kg)</td>
<td>15.46 (4.4)*</td>
</tr>
<tr>
<td>FFM (kg)</td>
<td>74.47 (8.9)*</td>
</tr>
</tbody>
</table>

*P < 0.001; TBF, total body fat; FFM, fat-free mass; mean difference = 0.0095 g ml⁻¹; s.e.e. (s.d. measured density × √ (1−r²)) = 0.0063 g ml⁻¹; total error (s.e.e.) = 0.0114 g ml⁻¹; correlation of measured and estimated densities = 0.80 (P < 0.001)

### Table 4

Crossvalidation of the derived equations using the logarithm of skinfold thicknesses as the predictor variable

<table>
<thead>
<tr>
<th>Skinfolds</th>
<th>Estimated density mean (s.d.)</th>
<th>Mean difference</th>
<th>s.e.e.</th>
<th>Total error</th>
<th>Correlation coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>B + T + S1</td>
<td>1.0695 (0.0087)</td>
<td>0.0008</td>
<td>0.0071</td>
<td>0.0069</td>
<td>0.76</td>
</tr>
<tr>
<td>B + T + S2</td>
<td>1.0677 (0.0098)</td>
<td>0.0027</td>
<td>0.0074</td>
<td>0.0080</td>
<td>0.73</td>
</tr>
<tr>
<td>B + T + S1 + S2</td>
<td>1.0695 (0.0085)</td>
<td>0.0011</td>
<td>0.0067</td>
<td>0.0067</td>
<td>0.79</td>
</tr>
<tr>
<td>B + T</td>
<td>1.0670 (0.0093)</td>
<td>0.0033</td>
<td>0.0064</td>
<td>0.0062</td>
<td>0.64</td>
</tr>
<tr>
<td>T + S1</td>
<td>1.0697 (0.0080)</td>
<td>0.0007</td>
<td>0.0067</td>
<td>0.0066</td>
<td>0.79</td>
</tr>
<tr>
<td>Measured density</td>
<td>1.0704 (0.0109)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Measured and estimated densities not significantly different (P > 0.05); *all coefficients of correlation significant at P < 0.001; B, biceps; T, triceps; S1, subscapular; S2, suprailiac
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of field tests for assessment purposes. Since body composition is an important variable in the constitution of an athlete, often providing a baseline for the attainment of optimal fitness, the prediction of whole-body estimates of fat and FFM has been attractive.

It is now well established that most studies yield results which are population specific, being influenced by factors such as age, gender, racial background and the characteristics of fatness and fitness.

On these grounds, it seems doubtful whether a generalized equation would be suitable for the variety of athletic groups that exists. Not only is there a difference between the general and athletic population in factors such as age, fatness and fitness, but there is likely to be a difference both between and within the sporting groups themselves.

The Durnin and Womersley equation was found to be inaccurate in estimating the body density of rugby players. The estimated density (1.0599 g ml⁻¹) was found to be significantly less (P < 0.001) than the measured density (1.0695 g ml⁻¹). The difference was equivalent to a mean overestimation of relative fat, and consequently an underestimation of FFM, of approximately 4%. This value is similar in magnitude to other Durnin and Womersley equations which have been crossvalidated. Individual deviations ranged from −3% to +10%. The reason for the difference between measured and estimated densities (Table 3) was probably due to the higher mean body density of this group of individuals compared with those of a similar age in the normal population.

As a rule the s.e.e. values of prediction equations in athletic groups are usually smaller than those of non-athletic groups, due to their more homogeneous nature. The present s.e.e. values (Table 1) ranged from 0.0058 to 0.0062 g ml⁻¹ and compared well with those of other general and athletic groups. There is, in fact, little to choose between the five equations. The measured density of 1.0704 g ml⁻¹ was estimated within the range 1.0677 to 1.0697 g ml⁻¹ (Table 4), which is equivalent to a mean difference of −0.3% and −1.4% TBF from the measured fat value.

The crossvalidation statistics (Table 4) showed good agreement between body density estimated from the five equations and the measured value, the s.e.e. values in the crossvalidation sample being slightly higher than those of the validation sample (Table 1). The total error, which is an expression of the s.e.e. and the mean difference between predicted and estimated densities, varied from 0.0066 to 0.0092 g ml⁻¹. Values of this magnitude are in the range of those previously reported.

Measured and estimated densities due to fatness (Table 5) were significantly different (P < 0.05) in four of the five equations in the upper group. This suggests that even within a given sport, it is possible for equations to have specificity for fatness. A similar finding by Norgan and Ferro-Luzzi led them to doubt whether, in fact, general equations could be drawn up for groups of widely differing fatness. Correlations were found to be moderate in the upper group (0.34 to 0.72) and weak in the lower group (0.11 to 0.35). The poorer correlations of the lower group are probably due to the restricted density range, which was only about half that of the upper group.

Differences in density arising from high and low levels of aerobic fitness (Table 5) were not significant (P > 0.05), confirming a lack of specificity due to fitness within the range of measured values. Generally speaking, body density was overestimated in both the high and the low fitness groups, the mean differences and total errors being smaller in the low fitness group. The correlations between measured and estimated densities (0.62 to 0.91) were significant in both groups (P < 0.05 to P < 0.001). The size of the samples in the analysis of fatness and fitness on the regression equations were small (n = 11); consequently the results should be regarded as provisional.

The s.e.e. of TBF from body density determined by hydrostatic weighing is of the order of 2−3%. In a specific population, the s.e.e. due to biological
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### Table 5. The estimation of body density of the crossvalidation sample divided into upper and lower groups on the basis of measured density and estimated aerobic fitness ($\dot{V}\text{O}_2\text{max}$) using the prediction equations in Table 1

<table>
<thead>
<tr>
<th>Skinfolds</th>
<th>Lower group (n = 11)</th>
<th>Upper group (n = 12)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean difference</td>
<td>Total error</td>
</tr>
<tr>
<td>Density (g ml⁻¹)*</td>
<td>1.0610(0.0042)</td>
<td>1.0790(0.0073)</td>
</tr>
<tr>
<td>B+T+SI</td>
<td>−0.0021</td>
<td>0.0073</td>
</tr>
<tr>
<td>B+T+SS</td>
<td>−0.0064</td>
<td>0.0071</td>
</tr>
<tr>
<td>B+T+SS+SI</td>
<td>−0.0050</td>
<td>0.0069</td>
</tr>
<tr>
<td>B+T</td>
<td>−0.0005</td>
<td>0.0071</td>
</tr>
<tr>
<td>T+SI</td>
<td>−0.0027</td>
<td>0.0070</td>
</tr>
</tbody>
</table>

$\dot{V}\text{O}_2\text{max}$ (ml kg⁻¹ min⁻¹)*: 42.5(6.0) 53.3(3.0)

*Values are mean(s.d.); †, P < 0.05; §, P < 0.01; B, biceps; T, triceps; SS, subscapular; SI, suprailiac.
variability alone has been estimated to be within the range of 0.004–0.006 g ml⁻¹ (Reference 1). In the present set of equations the s.e.e. averaged 0.0079 g ml⁻¹ which is about 17% of the density range, so there is still a degree of error associated with prediction. External crossvalidational prediction equations using subjects of a similar level of playing ability would substantiate their applicability. This is an important consideration, since the use of prediction equations in the same sport, but at a different level of playing ability, has been found to be unsatisfactory.21

There are a number of factors arising from biological variation which are likely to contribute to specificity. In the estimation of body density from skinfold thicknesses these will include the density of the FFM8–10, the proportion of fat situated subcutaneously,24,32 the pattern of subcutaneous tissue distribution,39 skin thickness and skinfold compressibility.41 These factors in turn may well be influenced by differences in age, gender, fatness and fitness.5,7 As a consequence, anomalous results may sometimes occur; for example, the exceptionally low levels of fat in elite distance runners30 and the negative fat values found in Canadian football players.36

Monitoring the progress of athletes during training usually requires serial measurements taken at specified occasions. For body composition this is often achieved by measuring skinfold thicknesses and estimating whole body composition from prediction equations. The attraction of this is the apparent simplicity and convenience with which it is carried out, and in understanding and interpreting the result. However, there is the assumption that changes in skinfold thickness accurately reflect alterations in body composition. Wilmore et al.37 found the correlations between actual and predicted changes in body composition low to moderate. Cisar et al.38 on the other hand, found them to be much higher; however, in crossvalidating 24 equations, only four were identified as having the ability to predict accurately changes in body composition due to training.

It is clear that more accurate estimates of whole body composition for rugby players of first-class status between the ages of 19 and 27 years, can be obtained by using specific equations to estimate body density, rather than the generalized equation of Durnin and Womersley.5 Five internally crossvalidated equations are presented for use, together with a provisional assessment of the effect of fatness and aerobic fitness on the estimation of body density. The regression models should be applied to rugby players with characteristics similar to those described, and for the prime purpose of estimating group statistics. Application of the equations to individuals in the crossvalidation sample gave rise to errors ranging between −3.9% and +2.5% body fat in two-thirds of cases. Until such time that measurement techniques and multicomponent equations allow for a more accurate prediction of individual values, athletes and coaches may prefer to use skinfold thicknesses directly, although even this procedure may require some caution when comparing estimates of fatness among different subjects.34
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